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Abstract

We apply a mechanism design approach to the time minimization assignment problem studied

in the operations research literature. A group of workers is to be assigned to tasks. Workers

have preferences over tasks as well as scores that determine their compatibility with the tasks.

Tasks have a priority schedule that is dependent on the workers’ scores. We introduce a notion

of time taken to complete a task based on the weakest link principle and use the metric of time

minimization as a means of comparison. We look at existing matching mechanisms and compare

how they perform in terms of notions of stability and time minimization. We find inconclusive

evidence of a particular mechanism outperforming the others in this regard.

Keywords: Matching; Stability; Time Minimization; Strategy-Proof

JEL Classification: C78; D82;

∗I would like to thank PJ Healy, Yaron Azrieli and John Rehbeck for their feedback.

1



1 Introduction

The Time Minimization Assignment Problem has been an integral part of the Operations Research

literature. The standard problem consists of assigning n workers to m tasks, with n ≤ m (see for

example Arora and Puri, 1998; Chauvet et al., 2000). Each worker-task pair has an associated “cost”

that indicates the time taken to complete the task. The objective is to assign workers to tasks such

that all tasks have exactly one worker assigned to them and the total cost (time) is minimized and

is usually solved by way of Linear Programming. Recent developments in this literature revolve

around utilizing a 2 stage approach (Sonia and Puri, 2008; Jain et al., 2018).

While the Time Minimization Assignment Problem has a plethora of practical applications,

there is one glaring omission in the standard setup. The problem does not explicitly account

for the fact that workers may have preferences over tasks. One could argue that the preferences

are somewhat subsumed in the cost indices. However, the issue with this interpretation is that

one cannot effectively disentangle the possibility of a workers’ preferences not being correlated

with their performance in a given task. Given this oversight, we develop a two-sided matching

theory framework to tackle the timeminimization assignment problem inwhich we explicitly allow

workers to have preferences over tasks. This framework allows us to not only focus on positive

aspects of task assignments (in this case time to completion) but also allows us to answer questions

pertaining to normative aspects (incentive compatibility, fairness, stability etc.).

Ever since the introduction of the Gale-Shapley deferred acceptance algorithm (Gale and Shap-

ley, 1962), matching theory has seen a surge in the literature, particularly due to its real world

applications. Matching Theory has been useful in studying and improving upon real world scenar-

ios like the School Choice Problems (Abdulkadiroğlu and Sönmez, 2003; Abdulkadiroğlu, 2005),

college admissions (Balinski and Sönmez, 1999), object allocation (Ergin, 2002) andKidneyExchange

(Roth et al., 2004). A full survey of the theoretical advancements and applications for the standard

theory is provided by Abdulkadiroğlu and Sönmez (2013).

Recently, however, much of the focus in matching theory has shifted towards incorporating

distributional constraints. Distributional constraints are an integral part of many of the real world

applications of matching theory. Some common examples are minimum quotas for schools (Fra-
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giadakis et al., 2016), affirmative action policies in school choice (Abdulkadiroğlu, 2005; Kojima,

2012) and regional cap policies in the Japanese medical residency matching (Kamada and Kojima,

2015, 2018). Since distributional constraints often cause inconsistencies with the notion of stability,

attempts have been made to develop matching mechanisms that satisfy notions of stability even

under constraints. Kojima (2017) and Kamada and Kojima (2017) provide a brief survey of the

developments.

Our framework comprises of a two-sided matching environment similar to the object allocation

settings of Balinski and Sönmez (1999) and Ergin (2002). Workers have preferences over tasks

and tasks have a priority schedule over the workers. This priority schedule stems from workers’

compatibility with the tasks. We allow for the possibility that a workers’ preferences are not

dependent on her compatibility scores. We incorporate distributional constraints in a flavor similar

to that in Fragiadakis et al. (2016) by introducing feasibility constraints – every task has to be assigned

at least one worker. We then introduce our notion of “Time Minimization.” Informally, a matching

mechanism is time minimizing if it induces a matching that results in the lowest time taken to

collectively complete all the tasks. The measure of time taken stems from workers’ compatibility

scores – higher compatibility yields a faster time to completion.

There are a couple of differences between our setting and the standard setup in the operations

research literature. We focus on cases where the number of workers is at least as large as the

number of tasks. In this case, there is a possibility of multiple workers being assigned to the same

task. As a result, we allow the time taken to complete a task to depend only on the score of the

“weakest link” – the minimum of the compatibility scores of the workers assigned to a task. This

provides a somewhat more “natural” link to time to completion. To the best of our knowledge, this

is the first approach to modelling the time minimization assignment problem using a mechanism

design/matching environment.

The paper is structured as follows. Section 2 describes the model and some failures of standard

mechanisms, in particular theGale-Shapley deferred acceptance algorithm (Gale and Shapley, 1962)

and introduces weaker notions of fairness and non-wastefulness. Section 3 discusses the details

of two feasible mechanisms and their properties. Section 4 discusses a simple case of one-to-one

matching. Section 5 provides an example that showcases the difficulties in a general setting. Section
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6 concludes.

2 Model

The model is similar to the the one presented in Balinski and Sönmez (1999) and the priority based

model of object allocation in Ergin (2002). There is a (finite) set of workers I and a set of tasks T

with |I | ≥ |T |. Worker i ∈ I has preferences �i over the tasks T. Let �� (�1 , �2 , . . . , �|I |) denote the

vector of preference profiles of all workers and let P |I | be the set of all preference profiles. For the

moment we assume that preferences are strict (for matching examples allowing for indifferences,

see Erdil and Ergin 2017).

Each task t ∈ T has a capacity limit over the number of workers assigned to task t. Denote

this capacity by qt . Let Q � (q1 , q2 , . . . , qT) denote the vector of capacities of all tasks. Let

C � {c1 , c2 , . . . , cN } be a set of N compatibility categories. Each task t has a (single) category

assigned to it. Denote this assignment by the function f : T → C where f (t) � c ∈ C. Each worker

i has a score assigned to each compatibility characteristic. Let worker i’s vector of characteristic

scores be s i � (s i(c1), s i(c2), . . . , s i(cN )) and the vector of all workers’ scores s � (s1 , s2 , . . . , s I).

The compatibility scores of the workers and the mapping f induce a priority schedule of the

tasks over the workers. For each task t ∈ T, worker i has a higher priority than worker i′ if and only

if s i( f (t)) > s i′( f (t)). Furthermore, the compatibility scores determine how “good” a worker is at

a particular task, relative to the other workers. In particular, worker i is faster at completing task

t than worker i′ if and only if s i( f (t)) > s i′( f (t)). Thus the priority schedule is in line with how

quickly workers can finish the assigned task.1

Definition 1. A matching µ is a mapping µ : I → T that assigns a worker i to a task t such that

∀t ∈ T, |µ(t)| ≤ qt .2

Worker i prefers his match under µ to his match under δ if and only if µ(i) �i δ(i).
1We assume that ties are broken arbitrarily to allow for only strict priorities.
2We slightly abuse notation here and set µ(t) � {i ∈ I : µ(i) � t} to be the set of workers matched to task t.
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2.1 Properties of Matching Mechanisms

2.1.1 Stability

We now review some of the main normative axioms that have been the center of matching theory:

Definition 2. A matching µ is fair if for all i , i′ ∈ I with t′ � µ(i′) we have that t′ �i µ(i) implies

that s i′( f (t′)) > s i( f (t′)) i.e if worker i prefers worker i′ task to µ(i) then it must be the case that

worker i′ has a higher priority in task t′ � µ(i′) than worker i.

Definition 3. A matching µ is non-wasteful if ∀t ∈ T and ∀i ∈ I, t �i µ(i) implies that |µ(t)| � qt

i.e if a worker prefers a task to his assigned task, it must be the case that the task’s capacity is filled.

Definition 4. A matching µ is stable if it is both fair and non-wasteful.3

The worker proposed deferred acceptance algorithm (henceforth WPDA) satisfies certain nice

properties such as fairness, non-wastefulness and is strategy-proof. In fact, it is the only matching

mechanism that satisfies these properties:

Theorem 1. (Balinski and Sönmez, 1999) The WPDA is the only matching mechanism that is stable and

strategy-proof.

2.1.2 Feasibility

Since each task is integral to the project’s completion, we require a feasibility constraint in the sense

that each task has to have at least one worker assigned to it. More formally:

Definition 5. A matching µ is feasible if ∀t ∈ T, 1 ≤ |µ(t)| ≤ qt .4

As we show later on, feasibility may cause problems with stability. In particular, as outlined in the

literature (see for example Fragiadakis et al., 2016 and Goto et al., 2017), a stable matching may not

exist. Fairness and non-wastefulness may not be satisfied simultaneously with feasibility.

3In the setting of Balinski and Sönmez (1999), stability requires an additional condition, individual rationality (all workers
prefer being matched to not being matched). This is primarily due to the fact that in their setting, students have preferences
over not being matched. Our setting is a special case in which we abstract from such preferences. Thus workers trivially
satisfy individual rationality.

4This is a special case of the feasibility constraint in Fragiadakis et al. (2016). They generalize this to allow for varying
minimum quotas.
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2.1.3 Time Minimization

We introduce a new positive property for matching mechanisms, one appropriate for the time

minimization assignment problem. In particular, we look at the time to completion of the tasks,

as a collective whole, as a means to compare how “efficient” the matching mechanisms are. To do

this, we first introduce a bit of notation. Under a matching µ, let s t(µ) be the minimum score of

all the workers matched to task t, in category f (t). For each task t, let τt : R+ → R+ be a strictly

decreasing function that determines the time taken to complete the task. We assume that the time

taken only depends on the minimum score s t(µ), to be in line with the notion of the “weakest” link.

In the case that under a matching mechanism µ, µ(t) � � for some task t, then we set τt � ∞.

We now introduce the concept of “Time Minimizing.” Informally, a matching µ is time mini-

mizing if it ensures that the tasks are completed (collectively) in the lowest time possible. Formally:

Definition 6. A matching µ is time minimizing if for any other matching δ, we have:

∑
t∈T

τt(s t(µ)) ≤
∑
t∈T

τt(s t(δ))

This specification yields an immediate implication: Feasibility is a necessary condition for time

minimization.

A matching mechanism ϕ is a function ϕ : P |I | → M, where M is the set of matchings. A

matching mechanism is feasible if it always induces a feasible matching. Amatching mechanism is

fair (non-wasteful) if it always induces a fair (non-wasteful) matching. The definition of amatching

mechanism being time minimizing follows similarly. We also introduce standard notions of a

mechanism being strategy-proof.

2.1.4 Strategy-Proof

Definition 7. Amatchingmechanism ϕ is strategy-proof if for all workers i ∈ I, ϕi(�) �i ϕi(�′i , �−i)

for all �∈ P |I | and for all �′i .

In other words, a matching mechanism is strategy-proof if no worker has an incentive to lie about

their preferences.
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We follow Balinski and Sönmez (1999) and look at the associated two-sided matching problem

(I , T, �I , �T ,Q)where �I is the preference profile of the workers as above and �T is a (fixed) priority

schedule generated from the compatibility scores as follows: for all t ∈ T, i �t i′ if and only if

s i( f (t)) > s i′( f (t)). This priority schedule can be interpreted as a tasks’ “preferences” over the

workers. We apply our mechanisms to this associated problem. All the standard definitions of

fairness, non-wastefulness and stability in a two-sided framework follow readily from above.

2.2 The impossibility of a Time Minimizing and Stable Matching Mechanism

The inclusion of a feasibility constraint leads to problems in obtaining a stable matching. Dis-

tributional constraints (regional quotas, minimum quotas etc.) tend to induce a conflict between

non-wastefulness and fairness (for examples, see Fragiadakis et al., 2016 and Goto et al., 2017). We

show, by means of an example that a stable matching may not always be feasible.

Example 2.1. Consider the following setup. I � {A, B, C}, T � {x , y , z}, Q � {2, 1, 1}. For

simplicity, we consider an associated two-sided problem with the following preference profile and

priority schedule:

A B C
x x z
z y x
y z y

x y z
A A C
B C A
C B B

Both the WPDA and the task proposed deferred acceptance (henceforth TPDA) algorithms yield

the following (unique) stable matching:

©«
x y z

{A, B} � C

ª®¬
The above matching, while stable, is not feasible as there is no worker assigned to task y.

Example 2.1 shows that (in general) there are cases in which the unique stable matching may not

always be feasible. This leads us to the following impossibility result:

Theorem 2. There is no matching mechanism that is stable and feasible.
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Due to feasibility being a necessary condition for time minimization, we get our second impos-

sibility result:

Corollary 1. There is no matching mechanism that is stable and time minimizing.

2.3 Weaker Notions of Fairness and Non-Wastefulness

Seeing the negative result highlighted in Theorem 2 and Corollary 1, we introduce weaker notions

of fairness and non-wastefulness in line with the notion of feasibility:

2.3.1 Feasible Elimination of Justified Envy

Consider an associated two-sided matching problem (I , T, �I , �T ,Q) and a matching µ. We define

a pair (i , t) to be a feasible blocking pair as follows:

Definition 8. A pair (i , t) ∈ I × T is a feasible blocking pair for matching µ if:

i) t �i µ(i) and for some i′ ∈ µ(t), i �t i′ and

ii) The matching µ′ such that µ′(i) � t and µ′(i′) � µ(i′) for all i′ , i is feasible.

Definition 9. A matching µ feasibly eliminates justified envy if there exists no feasible blocking

pair. A matching mechanism ϕ feasibly eliminates justified envy if it always results in a matching

that does so.

Note that fairness implies feasible elimination of justified envy.

The following result shows that we can always (weakly) improve amatching that fails to feasibly

eliminate justified envy:

Proposition 1. For any feasible matching µ that fails to feasibly eliminate justified envy, there exists another

feasible (and fairer) matching δ that (weakly) reduces the collective time to completion i.e.
∑

t∈T τt(s t(δ)) ≤∑
t∈T τt(s t(µ)).

The proof is given in the appendix.

Proposition 1 yields an immediate result. Feasible elimination of justified envy is a necessary

condition for time minimization:
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Corollary 2. If a matching µ is time minimizing then µ feasibly eliminates justified envy. Similarly, if a

matching mechanism ϕ is time minimizing, then ϕ feasibly eliminates justified envy.

2.3.2 Feasible Non-Wastefulness

We define Feasible Non-Wastefulness below:

Definition 10. For any matching µ, a worker i can claim a seat in task t if t �i µ(i) and |µ(t)| < qt .

Definition 11. A matching µ is feasibly non-wasteful if for any worker i that claims a seat in task

t, it must be the case that |µ(µ(i))| � 1.

This definition implies that if worker i prefers task t and if task t still has excess capacity and if

task µ(i) has more than one worker assigned to it then i should be moved to t (Fragiadakis et al.,

2016). Clearly if a matching µ is non-wasteful, it is feasibly non-wasteful. Interestingly enough, if a

matching µ is feasibly non-wasteful then it also feasibly eliminates justified envy:

Proposition 2. Consider an arbitrary matching µ. If µ is feasibly non-wasteful then µ feasibly eliminates

justified envy.

The proof is given in the Appendix.

3 Two Feasible Mechanisms

Given the conflict between feasibility and stability, the idea is to see if we can apply mechanisms

that yield second best outcomes and see how they perform in terms of time minimizing. Many

mechanisms have been designed in an attempt to satisfy distributional constraints and stability as

much as possible. The Artificial Caps Deferred Acceptance (ACDA) algorithm imposes artificial

bounds on the capacities of the tasks in such away that every task gets assigned aworker and applies

the WPDA on the new problem with the new caps. The problem is that the ACDA is known to be

highly wasteful, yet is fair (see Fragiadakis et al., 2016 and Goto et al., 2017 for a discussion). As it

turns out, the mechanisms in question seem to sacrifice either fairness or non-wastefulness in order

to satisfy feasibility. We consider two such mechanisms, the Extended Seat Deferred Acceptance
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Algorithm (ESDA) and the Multi-Stage Deferred Acceptance Algorithm (MSDA), both developed

by Fragiadakis et al. (2016).

We attempt to determine whether the ESDA or the MSDA performs better when it comes to the

time taken to complete the tasks. In particular, we look at whether or not the ESDA always results

in a matching that yields a faster time to completion than the MSDA. Intuitively, this would seem

to be the case, seeing how the MSDA is not fair, which implies that there is at least one task and

worker pair such that the task is more preferred by the worker to his current matching and that the

worker has a higher priority for the task (which implies that they weakly perform the task at a faster

rate) whereas the ESDA always leads to a fair matching. We attempt to see if this conjecture is true.

In regards to the notion of time minimization, since the ESDA and the MSDA are derivatives of the

WPDA (in fact they are equal to the WPDAwhen minimum quotas are removed), they are not time

minimizing (Example 2.1 shows this).

3.1 The Extended Seat Deferred Acceptance Algorithm

The ESDA works by first dividing the capacities of the tasks (schools in the original setting of

Fragiadakis et al., 2016) into two groups. Regular seats, which is equal to the minimum quotas of

the tasks (in this case 1 for each task) and extended seats which is equal to the difference between

the minimum and maximum quotas. The algorithm then proceeds to apply the WPDA on this

“extended market.”

3.1.1 The Algorithm

We simplify the analysis by considering only the associated problem (I , T, �I , �T ,Q , P)5 and assume

that the priority schedules were generated by some compatibility scores. We follow Fragiadakis

et al. (2016) in the exposition. Notation has been changed in accordance to our setting.

Consider the associated 2-sided matching problem (I , T, �I , �T ,Q , P) and define the “extended

problem” (I , T̃ , �̃I , �̃T̃ , Q̃) as follows:

• The set of workers remains the same.
5Here, P � (1, 1, . . . , 1) is the vector of minimum quotas.
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• For each task t, divide it into two “smaller” tasks. The standard task t with maximum quota

q̃t � pt and the extended task t∗ with maximum quota q̃t∗ � qt − pt . The priority schedule for

the standard and extended tasks are the same as the original task: �t� �̃t � �̃t∗ . The set of

tasks T̃ � T ∪ T∗ and the vector of maximum quotas follows similarly.

• Worker preferences are extended as follows: Place task t∗j immediately after task t j i.e if worker

i has preferences t j �i tk �i tm , the extended preferences are t j �̃i t∗j �̃i tk �̃i t∗k . . .

• Let e � |I | −∑t∈T pt be the number of workers in excess of theminimum requirement to satisfy

all minimum quotas.

The algorithm proceeds as follows:

For each extended task t∗ fix qt∗ such that qt∗ ≤ q̃t∗ and
∑

t∗∈T∗ qt∗ ≤ e. Fix an ordering of the

extended tasks. Without loss of generality, suppose this ordering is {t∗1 , t∗2 , . . . , t∗T}. Let µ̃ be the

matching obtained in the extended problem.

1) For all i ∈ I, let µ̃(i) � �.

2) Choose a worker i who is currently not tentatively assigned to any task. If no such worker

exists, terminate the algorithm.

3) Let worker i apply to their most preferred task t̃ ∈ T̃ according to �̃i that has not rejected

him/her.

a) If t̃ is a standard task, let task t̃ choose the top q̃ t̃ workers according to its priority list

�̃ t̃ among the workers who have applied to t̃ and have not been rejected by it. Reject all

remaining workers and return to Step 2.

b) If t̃ is an extended task, proceed to step 4.

4) For all extended tasks t∗, define It∗ to be the set of workers tentatively assigned to task t∗ (i.e.

workers who applied to task t∗ but have not yet been rejected by it). Let each task t∗ choose

the top qt∗ workers in It∗ based on its priority schedule �̃t∗ . Define this set of workers to be I′t∗ .

Set j � 1:
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a) If either the number of workers assigned across all extended tasks is equal to e or if for

all extended tasks t∗, the number of workers chosen thus far equals min{q̃t∗ , |It∗ |}, then

reject all remaining workers not chosen by any extended school and return to step 2.

b) Otherwise, let t∗j choose its most prioritized worker in I∗t that has yet to be chosen as long

as the number of workers chosen so far is strictly less than the actual capacity q̃t∗ . If

j ≤ |T |, increase j by 1. If j � |T |, set j � 1. Go to step 4a).

The algorithm results in amatching µ̃. The resultingmatching µ for the original problem is obtained

as follows: If µ̃(i) � t or µ̃(i) � t∗ then set µ(i) � t.

3.1.2 Properties of ESDA

The ESDA has been shown to satisfy certain nice properties. Fragiadakis et al. (2016) show that the

ESDA is strategy-proof and fair but fails to satisfy non-wastefulness.

Theorem 3. (Fragiadakis et al., 2016, Theorem 3.1) The ESDA mechanism is:

(i) Strategy-proof;

(ii) Fair

Furthermore, since ESDA is fair, it also feasibly eliminates justified envy:

Corollary 3. ESDA feasibly eliminates justified envy.

3.2 The Multi-Stage Deferred Acceptance Algorithm

The Multi-stage Deferred Acceptance Algorithm (MSDA) works by first reserving a set number of

workers, enough to fill anyminimum quotas. The remainingworkers are assigned using theWPDA

and then the minimum quota seats remaining are calculated. The algorithm ends when all workers

are assigned tasks.

3.2.1 The Algorithm

We follow Fragiadakis et al. (2016). The notation and the steps have been modified to suit our

setting. Consider the associated 2-sided matching problem (I , T, �I , �T ,Q , P). The algorithm relies
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upon a precedence list �PL set exogenously over the workers. Without loss of generality, suppose

i1 �PL i2 �PL . . . �PL iI . Initialize the algorithm by setting R0 � I, p1
t � pt , q1

t � q for all t ∈ T.

Define r1 �
∑

t∈T pt to be the number of reserved workers in R1. The algorithm proceeds as follows:

Stage n ≥ 1

1) Set Rn � {iI−rn+1 , iI−rn+2 , . . . iI} i.e Rn is the set of rn workers with the lowest ranking in the

precedence list.

(a) If Rn−1 \ Rn , � then apply the WPDA on the workers in Rn−1 \ Rn , � with maximum

quotas for the tasks given by qn
t for all t ∈ T.

(b) Otherwise, apply the worker proposed on workers in Rn with maximum quotas given

by pn
t .

2) Define µn to be the matching induced by 1). Remove all assigned workers. If all workers have

been assigned a task, end the algorithm. Otherwise, proceed to step 3.

3) Update the quotas for the tasks as follows:

i) qn+1
t � qn

t − |µn(t)|.

ii) pn+1
t � max{pn

t − |µn(t)|, 0}

iii) rn+1 �
∑

t∈T pn+1
t

Then proceed to stage n + 1.

Suppose the algorithm terminates after step Ñ . The final matching is given by µ(t) � ∪Ñ
n�1µ

n(t) for

all tasks t and µ(i) � µn i (i)where n i is the stage at which worker i was assigned a task t.

3.2.2 Properties of MSDA

The MSDA is strategy-proof and feasibly non-wasteful. It is not fair. However, it is shown to satisfy

a weaker notion of fairness.

Theorem 4. (Fragiadakis et al., 2016, Theorem 4.2)

(i) MSDA is strategy-proof
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(ii) MSDA is (feasibly) non-wasteful

Proof. See Fragiadakis et al. (2016). Q.E.D

Corollary 4. MSDA feasibly eliminates justified envy.

The proof is in the appendix.

4 A Special Case

Consider the setting with |I | � |T | and qt � 1 for all tasks t ∈ T. Essentially, the number of workers

is equal to the number of tasks and all tasks can accommodate at most one worker each. Then the

associated problem (I , T, �I , �T ,Q) is just the time minimization assignment problem analog to the

stable marriage problem (Gale and Shapley, 1962). We show two results that pertain to this simple

setting:

Proposition 3. Consider the setting with |I | � |T | and qt � 1 for all tasks t ∈ T. Let µESDA, µMSDA

and µWPDA be the matchings obtained under the ESDA, the MSDA and the WPDA respectively. Then

µESDA � µMSDA � µWPDA.

Proposition 4 shows that the ESDA, MSDA andWPDA all yield the same matching and thus are

stable (i.e fair and non-wasteful)6 and feasible.

Interestingly enough, the TPDA reigns supreme when it comes to time to completion.

Proposition 4. Consider the setting with |I | � |T | and qt � 1 for all tasks t ∈ T. Let µTPDA be the matching

obtained by the Task Proposed Deferred Acceptance algorithm and let δ be any other stable matching. Then∑
t∈T τt(s t(µTPDA)) ≤ ∑

t∈T τt(s t(δ)).

Since the WPDA (and by Proposition 4 the ESDA and MSDA) are stable, we get the following

result.

Corollary 5. Consider the setting with |I | � |T | and qt � 1 for all tasks t ∈ T. Then the TPDA yields a

matching that results in a (weakly) faster time to completion as compared to the ESDA and the MSDA.

However, the drawback of the TPDA is that it is not strategy-proof.
6In this special case, stability just collapses to fairness. A matching µ is stable if and only if there exists no blocking pair

(i , t).
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5 The General Case

While we show positive results for the simple case with one-to-one matching, these results do not

extend to a more general setting. While the TPDA appears to be a primary candidate for a time

minimizing matching mechanism, it turns out that it may not even be feasible. The following

example illustrates some key failures of standard theory, as well as some drawbacks of using the

aforementioned feasiblematchingmechanisms. Details on the procedure to obtainmatchings under

ESDA and MSDA are relegated to the appendix.

5.1 An Illustrative Example

Consider the following time minimization assignment problem with 5 workers I � {A, B, C,D , E}

and 3 tasks T � {x , y , z}. Consider 3 possible characteristics {cx , cy , cz} with f (x) � cx , f (y) � cy

and f (z) � cz . The preference profile of the workers, their characteristics scores, the induced

priority schedule of the tasks as well and their capacities are given below:

A B C D E
x x y y y
z y x z x
y z z x z

s(cx) 5 4 3 2 1
s(cy) 5 3 4 1 2
s(cz) 2 1 5 3 4

x y z
A A C
B C E
C B D
D E A
E D B

q 2 3 1

5.1.1 Failure of Standard Mechanisms

The matchings obtained from the WPDA and TPDA algorithms are:

µTPDA
� µWPDA

�
©«

x y z

{A, B} {C,D , E} �
ª®¬

Note that both mechanisms yield the unique stable matching. However this matching is infeasi-

ble since task z has no worker assigned to it. Since feasibility is a necessary condition for time

minimization, neither the WPDA or the TPDA are time minimizing.
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5.1.2 Comparison of MSDA and ESDA

The ESDA and the MSDA result in the following matchings:

µ̂ESDA
�
©«

x y z

{A, B} {C, E} {D}
ª®¬ µ̂MSDA

�
©«

x y z

{A, B} {C,D} {E}
ª®¬

It is clear that both mechanisms are wasteful (in both cases, task y has a vacancy and the worker

assigned to task z prefers y to z). Furthermore, the MSDA is not fair since (E, y) form a blocking

pair (E �y D and y �E z). However, both matchings are feasible and thus outperform the WPDA

and TPDA in time to completion. Unfortunately, one cannot conclusively determine if the ESDA

outperforms the MSDA in this regard or vice versa. The time taken to complete the tasks under

both matchings is:

τ̂ESDA
� τx(4) + τy(2) + τz(3) τ̂MSDA

� τx(4) + τy(1) + τz(4)

Comparing the two, we find that τ̂ESDA − τ̂MSDA � (τy(2) − τy(1))︸            ︷︷            ︸
<0

+ (τz(3) − τz(4))︸            ︷︷            ︸
>0

≶ 0.

5.2 Discussion

One thing to point out is that the preceding analysis imposes little to no structure on the matching

environment. In particular, the only restriction we impose on τ is that it is strictly decreasing. As

the result in section 5.1.2 implies, the characteristics of τ matters. Suppose that τx � τy � τz and

are convex. Then it becomes apparent that τ̂ESDA < τ̂MSDA which implies that the ESDA performs

better than the MSDA when it comes to time to completion and vice versa if τ is concave.

Furthermore, our model assumes that only the weakest person is relevant when it comes to the

time taken to complete a particular task. Another possible approach tomodeling τ is to base it off of

some index computed using the scores of all the workers assigned a particular task. One particular

index could be computed by taking the average measure of all the scores of workers assigned to a

particular task. However, under this setting, the result that feasible elimination of justified envy

being a necessary condition for time minimization does not hold. Intuitively, this is due to the fact
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that worker i in the feasible blocking pair (i , t′)may have a higher than average score in his assigned

task t � µ(i) and assigning him to task t′ could result in a slower time to completion for t under the

new matching. We intend to explore these possibilities in future work.

6 Conclusion

We present a mechanism design approach to the Time Minimization Assignment Problem studied

in Operations Research. Workers have preferences over tasks and tasks have priorities over workers

that stem from their compatibility scores. We show how the benchmark mechanism (the Gale-

Shapley deferred acceptance algorithm) fails to achieve a stable and time minimizing matching and

consider twomechanisms that always yield a feasible and strategy-proof matching, yet fail to satisfy

stability. We compare the two mechanisms and find that in general, we cannot conclusively declare

that one outperforms the other in terms of time taken to complete the tasks.

Appendix A Proofs

This section provides the proofs for the main results.

Proposition 1. For any feasible matching µ that fails to feasibly eliminate justified envy, there exists another

feasible (and fairer) matching δ that (weakly) reduces the collective time to completion i.e.
∑

t∈T τt(s t(δ)) ≤∑
t∈T τt(s t(µ)).

Proof. Consider a matching µ that fails to feasibly eliminate justified envy. Then there exists a

feasible blocking pair i.e there exists a pair (i∗ , t̂) such that t̂ �i∗ µ(i∗), i∗ �t̂ î for some î ∈ µ(t̂).

Furthermore, the matching µ′ such that µ′(i∗) � t̂ and µ′(i′) � µ(i′) for all i′ , i∗ is feasible. Denote

µ(i∗) � t∗ and let δ � µ′. Since δ is feasible, it must be the case that 1 ≤ |δ(t)| ≤ qt for all t ∈ T.

Furthermore, it must be the case that for all t ∈ T \ { t̂ , t∗}, we have that µ(t) � δ(t). Thus for all

t ∈ T \ { t̂ , t∗}, s t(δ) � s t(µ) ⇒ τt(s t(δ)) � τt(s t(µ)).

Now consider t̂. We show that τt̂(s t̂(δ)) � τt̂(s t̂(µ)). Note first that δ(t̂) � µ(t̂) ∪ {i∗}. Furthermore,

i∗ �t̂ î for some î ∈ µ(t̂). This implies that s i∗( f (t̂)) > s î( f (t̂)). Also, s î( f (t̂)) ≥ s t̂(µ). Thus

s i∗( f (t̂)) > s t̂(µ)which implies that s t̂(δ) � s t̂(µ) and therefore τt̂(s t̂(δ)) � τt̂(s t̂(µ)).
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Now consider task t∗. We show that τt∗(s t∗(δ)) ≤ τt∗(s t∗(µ)). First note that δ(t∗) � µ(t∗)\ {i∗}. There

are 2 cases:

Case 1: Worker i∗ is the “weakest link” in task t∗ under matching µ. Then s i∗( f (t∗)) � s t∗(µ). This

implies that (since there are no ties) s t∗(δ) > s t∗(µ) and therefore τt∗(s t∗(δ)) < τt∗(s t∗(µ)).

Case 2: Worker i∗ is not the “weakest link” in task t∗ under matching µ. Then s i∗( f (t∗)) > s t∗(µ)which

implies that s t∗(δ) � s t∗(µ) and therefore τt∗(s t∗(δ)) � τt∗(s t∗(µ)).

Thus under matching δ, we have that
∑

t∈T τt(s t(δ)) ≤
∑

t∈T τt(s t(µ)). Furthermore, this matching

is fairer since we have one less blocking pair. Q.E.D

Proposition 2. Consider an arbitrary matching µ. If µ is feasibly non-wasteful then µ feasibly eliminates

justified envy.

Proof. Suppose that µ is feasibly non-wasteful. Suppose on the contrary that µ fails to feasibly

eliminate justified envy. Then there exists a pair (i , t) such that i) t �i µ(i), ii) for some i′ ∈ µ(t),

i �t i′ and iii) the matching δ such that δ(i) � t and δ(i′) � µ(i′) for all i′ , i is feasible. Note

that iii) implies that for all tasks t′ ∈ T, 1 ≤ |δ(t′)| ≤ qt′ . Since δ(t) � µ(t) ∪ {i} and |δ(t)| ≤ qt ,

this implies that iv) |µ(t)| < qt . Also, δ(µ(i)) � µ(i) \ {i} and |δ(µ(i))| ≥ 1. This implies that v)

|µ(i)| > |δ(µ(i))| ≥ 1. But i), iv) and v) contradict the fact that µ is feasibly non-wasteful. Q.E.D

Corollary 4. The MSDA feasibly eliminates justified envy.

Proof. By Theorem 4, MSDA is feasibly non-wasteful. By Proposition 2, the MSDA feasibly elimi-

nates justified envy. Q.E.D

Proposition 3. Consider the setting with |I | � |T | and qt � 1 for all tasks t ∈ T. Let µESDA, µMSDA

and µWPDA be the matchings obtained under the ESDA, the MSDA and the WPDA respectively. Then

µESDA � µMSDA � µWPDA.

Proof. We first show that µWPDA � µESDA. Consider the extended market (I , T̃ , �̃I , �̃T , Q̃). First

note that for any extended task t∗, q̃t∗ � 0 since in the original market qt � pt � 1. Furthermore,

since the number of workers is equal to the number of tasks, e � |I | −∑t∈T pt � |I | − |T | � 0. Thus

if any worker at any stage of the ESDA applies to an extended task t∗, they will be rejected and will
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apply to the standard task next on their preference list. This essentially yields the same result as

the WPDA.

We now show that µMSDA � µWPDA. To see this, first note that for all tasks t ∈ T, qt � pt � 1.

Furthermore, |I | � |T | which implies that r1 �
∑

t∈T pt � |I |. Then, in stage 1 of the algorithm,

R0 � R1 � I which implies that R0 \ R1 � �. By Step 1 b) of the algorithm, this means that we

apply the WPDA on I with quotas pt � 1 � qt for all t. The algorithm ends in Stage 1. Thus

µMSDA � µWPDA. Q.E.D

Proposition 4. Consider the setting with |I | � |T | and qt � 1 for all tasks t ∈ T. Let µTPDA be the matching

obtained by the Task Proposed Deferred Acceptance algorithm and let δ be any other stable matching. Then∑
t∈T τt(s t(µTPDA)) ≤ ∑

t∈T τt(s t(δ)).

Proof. The TPDA yields the Task Optimal stable matching. Furthermore, this matching is feasible

since |I | � |T | and pt � qt � 1 for all t. Thus, for all t ∈ T, we have that µTPDA(t) %t δ(t) where δ

is any other stable matching. Since in any stable matching µ, |µ(t)| � 1 for all t, this implies that

sµ
TPDA(t)( f (t)) ≥ sδ(t)( f (t)). Furthermore, for all t ∈ T, s t(µ) � sµ(t)( f (t)). Thus for all tasks t, we

have that s t(µTPDA) ≥ s t(δ) which implies that for all tasks t, τt(s t(µTPDA)) ≤ τt(s t(δ)). Thus, we

have that
∑

t∈T τt(s t(µTPDA)) ≤ ∑
t∈T τt(s t(δ)). Q.E.D

Appendix B Details on Example

Consider the following time minimization assignment problem with 5 workers I � {A, B, C,D , E}

and 3 tasks T � {x , y , z}. Consider 3 possible characteristics {cx , cy , cz} with f (x) � cx , f (y) � cy

and f (z) � cz . The preference profile of the workers, their characteristics scores, the induced

priority schedule of the tasks as well and their capacities are given below:

A B C D E
x x y y y
z y x z x
y z z x z

s(cx) 5 4 3 2 1
s(cy) 5 3 4 1 2
s(cz) 2 1 5 3 4

x y z
A A C
B C E
C B D
D E A
E D B

q 2 3 1
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B.1 The matching obtained under ESDA

The extended market (I , T̃ , �̃I , �̃T , Q̃) is given below:

A B C D E
x x y y y
x∗ x∗ y∗ y∗ y∗

z y x z x
z∗ y∗ x∗ z∗ x∗

y z z x z
y∗ z∗ z∗ x∗ z∗

x x∗ y y∗ z z∗

A A A A C C
B B C C E E
C C B B D D
D D E E A A
E E D D B B

q̃ 1 1 1 2 1 0

Set e � |I | −∑t pt � 2, q∗t � 0 for all tasks t and fix the ordering of tasks as x∗ , y∗ , z∗. The algorithm

proceeds as follows:

Stage 1: Workers A and B apply to task x and the remaining workers apply to task y. The tasks choose

the top q̃ workers on their priority list. Thus workers B, D and E are rejected.

Stage 2: Worker B applies to x∗ and D and E apply to y∗. The extended tasks then choose their top

prioritized worker one by one in the order x∗ , y∗ , z∗. Then x∗ is tentatively assigned to B and

y∗ is tentatively assigned to E. At this point, 2 workers have been tentatively assigned to an

extended task so D is rejected.

Stage 3: Worker D then applies to task z and is assigned. The algorithm terminates.

The final matching is:

µESDA
�
©«

x x∗ y y∗ z z∗

A B C E D �
ª®¬ � ©«

x y z

{A, B} {C, E} {D}
ª®¬

Note that this matching is fair (there exists no blocking pair) and also, this matching is wasteful (D

prefers y to z and y still has excess capacity). Furthermore, the time taken to complete all tasks is

given by τESDA � τx(4) + τy(2) + τz(3).

B.2 The matching obtained under MSDA

Consider the precedence list A �PL B �PL C �PL D �PL E. The algorithm proceeds as follows:
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Stage 0: Set R0 � I, p1
x � p1

y � p1
z � 1 and q1

x � 2, q1
y � 3 and q1

z � 1. Set r1 � 3.

Stage 1: The lowest 3 workers in the precedence list are R1 � {C,D , E}. Then R0 \ R1 � {A, B}.

Applying the worker proposed DA on workers A and B with maximum quotas q1
t yields the

matching µ1 such that µ1(A) � µ1(B) � x. Removing the assigned workers from the market,

we update the minimum and maximum quotas and obtain q2
x � 0, q2

y � 3, q2
z � 1 and p2

x � 0,

p2
y � p2

z � 1 and r2 � 2.

Stage 2: The lowest 2workers on the precedence list are R2 � {D , E}. Then R1\R2 � {C}. Applying the

worker proposed DA on worker C with maximum quotas q2
t yields the matching µ3(C) � y.

Removing C and updating the quotas yields q3
x � 0, q3

y � 2, q3
z � 1 and p3

x � p3
y � 0, p3

z � 1

and r3 � 1.

Stage 3: The last worker on the precedence list is R3 � {E} so R2 \R3 � {D}. Applying the worker pro-

posed DA on worker D with maximum quotas q3
t yields the matching µ3(D) � y. Removing

D and updating the quotas yields q4
x � 0, q4

y � 1, q4
z � 1 and p4

x � p4
y � 0, p4

z � 1 and r4 � 1.

Stage 4: The last worker on the precedence list is R4 � {E} and R3 \ R4 � �. We apply the worker

proposed DA on worker E with maximum quotas p4
t which yields the matching µ4(E) � z.

All workers have been assigned so terminate the algorithm.

The resulting matching µMSDA is:

µMSDA
�
©«

x y z

{A, B} {C,D} {E}
ª®¬

Notice that the matching is not fair: (E, y) form a blocking pair. However, it does feasibly eliminate

justified envy. Note that it is also wasteful since |µMSDA(y)| < qy and y �E µMSDA(E). The time

taken to complete the tasks is given by: τMSDA � τx(4) + τy(1) + τz(4).
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